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Abstract—This paper presents an approach to find the loyalty
customers in brick and mortar stores without compromising their
identity, by assigning them system generated ID’s and provide
them with personalized offers, suitable for their age and gender
using camera based data. Here, a raspberry Pi camera is used as
input sensor which can be placed at the bill counters, where it
sends high quality video to a high performing server via Apache
Kafka [1], where the algorithm checks for the detected faces and
see if they match the training data, if match is not found, append
the training data with a new ID, the customer’s age and gender
also will be predicted and the data along with timestamp is sent
to a Kafka server and from there to an SQL database which can
be used for visualization. The same algorithm can be applied
for personalized digital signage, can be used to track people
in the store by linking multiple cameras. Thus, this solution
has an impact on customer retention, smart advertising and
people tracking, also it helps the supply chain for smart inventory
management by getting insights using age-gender bucket data.

I. INDEX TERMS

Computer vision, age and gender prediction, operationalize
IoT, Apache Kafka, facial detection and tracking, transfer
learning, Raspberry Pi, deep learning, retail solutions.

II. INTRODUCTION

IoT technologies are being relied on by retailers to catch
shopper’s eyes and increase their sales in the process. The mar-
ket for IoT retail solutions is slated to grow by approximately
20% in the coming year. The main reason for this increased
demand is the digital signage as retailers seek new ways to
keep their sales growing. Micro-processors and ubiquitous
Internet connectivity has resulted in a technology transition
in the retail world. Large number of IoT retail devices are
being deployed and connected, and they have the ability to
offer reports on various customer habits. Some of the features
of IoT in retail is inventory tracking and management, mobile
payments, product enhancements and customized marketing.

According to studies done by Bain & Company [2], in-
creasing customer retention by 5% can lead to an increase
in profits of 25%-95%, and the likelihood of converting an
existing customer into a repeat customer is 60%-70%, while
the probability of converting a new lead is 5%-20%, at best
and giving them personalized services is one of the efficient
ways to retain customers. However, in many cases, companies
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are unable to identify loyal customers, let alone provide them
with suitable offers. This may be because the customer either
provide different contact information or may not be willing to
give at all.

Computer vision plays a big role in providing friction-less
retail experience for the customers, but as the use of cameras
becomes pervasive, physical retailers will have to be trans-
parent in their data collection practices, respect individual’s
security and privacy concerns.

In this paper, we are trying to build a solution for finding
loyalty customers in brick and mortar stores without compro-
mising their identity, by assigning them system generated ID’s
and provide them with personalized offers, suitable for their
age and gender using camera based data. Here, a Raspberry Pi
is used as input sensor, the Kafka producer, which encodes and
sends high quality video to an Apache Kafka server, which
is then received and decoded by a high performing system,
the Kafka consumer, in real-time where the received images
are passed through a facial detection algorithm which detects
all the faces and passes all the faces in the given threshold
size to a facial recognition model using DIib [3] and age and
gender prediction model using Keras. In the facial recognition
model [4], initially, the training data will be null, so the first
face passed will be assigned a unique ID and their encoded
face features will be appended to the training data. The ID
along with their predicted age and gender will be sent to
different Kafka topic along with timestamp, which is received
by another server and stores it in MySQL database which is
later used for UI development.

The same algorithm can be applied for personalized digital
signage, display advertisements according to the age and
gender of the customers in front of the monitors, can be used
to track people in the store by linking multiple cameras and
thereby get many insights like customer dwell time, customer
path, heat map etc. Thus, this solution has an impact on
customer retention, smart advertising and people tracking, also
it has an impact on the supply chain wing by providing smart
inventory management by getting insights using age gender
bucket data.

III. FUNCTIONALITY

The functionality of many computer vision solutions in-
volves a data extraction part, an object detection part and a
classification part. Here, both the facial recognition and age
and gender prediction models also goes through these steps to
get the desired output.



A. Functions

The input camera data from the Raspberry Pi is encoded and
send to the Kafka server, which is then received by the deep
learning sever in which our solution algorithm is deployed.
The solution decodes the image data and executes the below
steps frame by frame.

*Face detection: The primary step is to detect the faces in the
data which is done with the help of OpenCV cascade classifier.
*The detected faces are cropped and passed through two
algorithms; Facial recognition and age and gender prediction.
*Face recognition algorithm : Each face is passed through
a facial recognition algorithm with the help of Dlib library
in Python and initially, the training data will be null. When
the first face comes, it will be assigned the first ID and now
whenever a new face is coming it will be first compared with
the training data and if a match is found, the ID of the matched
face is returned or else, a new ID is given. If the server was
shut down and algorithm has to restart, the code will check for
the previous data saved in the hard disk and load the training
data with face encoding and IDs and continue so that no data
is lost.

*Age and gender prediction : A deep learning model using
WideResNet architecture trained with 500K+ IMDB data set
is used to predict the age and gender of the detected face.
*Finally, the detected face ID, age and gender will be sent to
another Kafka producer topic, along with time stamp.

*The output is then received from Kafka and stored in MySQL
database for UI purposes. We can get insights from the data
about number of customers, age and gender buckets, number
of repeated customers etc using a single camera, customer
dwell time, customer tracking, heat map etc. linking multiple
cameras.

The algorithms are further explained in the next section.

B. Working Algorithm

As mentioned above, the working of the algorithm in the
three phases are explained below.

1) Data Extraction: The first step of this solution is to start
an Apache Kafka Server for real-time data ingestion. This is
done with the help of Spotify-Kafka docker. The next part
of algorithm is executed in the Raspberry Pi system. Here,
the images are captured from the camera at 12 frames per
second at 1280x720 resolution with a SMP camera with the
help of OpenCV2.4.10 library in python. The data rate is
limited to 12 frames per second due to the hardware limitation
of deployment of algorithm in real-time. The obtained image
is first converted to black and white as color is not required
for face detection and classification and also for the faster
transfer of data, it is further encoded to string to make it one
dimensional and then to bytes for transferring the image using
Kafka Producer to a specific topic. Thus, the data is transferred
to a Kafka topic and any authorized person can access the data
real-time.

2) Face detection: This part can be done using methods
like Histogram of Oriented Gradients [5]. In our case, we are
using the OpenCV default function HaarCascade face detector
function to detect multiple faces in an image. The detected
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Fig. 1. Work flow of data extraction
objects are then cropped by giving an additional 10% from
the obtained coordinates to account for the whole face and
then each cropped image is passed for further classification.
3) Classification: The cropped faces are now passed
through face recognition algorithm and also age and gender
prediction algorithm.

a) Facial recognition: The cropped images are first
aligned using face landmark estimation. There are lots of ways
to do this, but we are going to use the approach invented
in 2014 by Vahid Kazemi and Josephine Sullivan [6]. The
basic idea is we will come up with 68 specific points (called
landmarks) that exist on every face — the top of the chin, the
outside edge of each eye, the inner edge of each eyebrow, etc.
Then we will train a machine learning algorithm to be able to
find these 68 specific points on any face. Now that we have
aligned the face according to the landmarks, next step is to
extract features of the face. Feature creation is done with the
help of neural networks which will convert each face into a
vector of 128 measures called embedding. The exact approach
for faces we are using was invented in 2015 by researchers at
Google [7] Adamam but many other approaches exist. Once
the measurements are obtained the first face array will be saved
as a list of array and an ID will also be saved with the same
index. Now, when a second face comes and goes through all
these steps and the embedding is extracted, first, it compares
it with the first face array and check for match using matrix
distance and if the second face is not close to first face, it will
be appended to the training data, else it will return the face id
as first image as it is recognized by the system as the same
person. Thus, with just one image of the person, the system
is able to recognize that person with good accuracy. Thus, we
got the ID for the customer, next step is to predict the age and
gender.

b) Age and Gender prediction: In this model we are us-
ing pre-trained weights for a neural network with WideResNet
architecture [8], first, we convert the cropped faces into 64x64
resolution as the model was trained with an input requirement
in that resolution. The model is a classification model with 100
classes age 1-100. The model gives the age with the highest
probability and also there is a binary classifier which decides
the gender. The weights for the model was obtained by training
from 500K images from the IMDB data set. Thus, now we
have the face ID, age and gender of the given face. Now we
send the data along with the current timestamp to a different
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Fig. 2. The 68 landmarks we will locate on every face. This image was
created by Brandon Amos of CMU who works on OpenFace.

Kafka topic as our output. Thus, the output is also in the
Kafka server which can be accessed by authorized person in
real-time. The output is then stored to a MySQL database for
UI purposes.
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Fig. 3. Working of neural network in age prediction

IV. HARDWARE & SOFTWARE

Apache Kafka server is set up on a dedicated system to
ensure the availability of the system 24x7 with specification
8GB RAM, 4 Cores and 100GB storage. The Kafka server
is hosted using Spotify Kafka [10] docker and is adjusted
to have a maximum data retention period of 1 hour for the
topic to which video is sent and a maximum data retention
size of 2 GB is given so as not to prevent crashing of
server due to insufficient space. The Kafka producer and
consumer is invoked using Kafka-python [11] 1.3.5. We are
using a SMP camera module for Raspberry Pi with capacity
of 1080p30 Video connected to a Raspberry Pi 3model B+,
1.4GHz 64- bit quad-core processor, dual band wireless LAN,
Bluetooth 4.2/BLE, faster Ethernet, and Power over-Ethernet
support (with separate POE HAT) with Raspbian [12] OS as
our platform for getting camera data. All the systems are
connected to same network using 100Mbps LAN cable. The
connected camera is accessed using Python libraries PiCamera
and OpenCV2.4.10. The algorithms are deployed in a deep
learning server which has 20 Core, 120 GB RAM and 2TB

hard disk which also stores the training data. All the algorithms
are made in Python 2.7 platform. The received image in bytes
from Kafka is decoded using OpenCV3.3.0 and also face
detection is done using HaarCascade multi detect function of
OpenCV [13] and the face data is aligned and converted to a
128 dimensional vector using library Dlib. The deep learning
network used for age and gender prediction is done using
library Keras [14] 1.3.5 and tensorflow [15]1.5.0. The obtained
result is stored in MySQL server using mysql-connector [16]
1.1.6. All the platforms except Raspberry Pi and UI server
uses Ubuntu 14.04 OS. The Ul is still a work in progress so
the versions and specifications is avoided.

V. RESULTS

Thus, the solution gives a basic output of timestamp, face
ID, age and gender which is regulated every frame. This can be
used to get the gender ratio, different age buckets of customers.
The first occurrence of every unique face will be saved in a
folder to see the unique customers, and each occurrence of that
particular face will be saved in a folder named that particular
face ID. Thus, we can find dwell time of the customers and
also track a person, if connected to different cameras.

TABLE I
SAMPLE OUTPUT TABLE
timestamp age gender  face_id
2018-03-09 16:14:46 233692 M 0
2018-03-09 16:14:47  20.2888 M 0
2018-03-09 16:14:48  20.9699 M 0
2018-03-09 16:14:49 214732 M 0

Here, the screenshots of real-time execution of solution is
attached. For showing the impact of the solution, a demo video
of 2 minutes 42 seconds duration is passed instead of live
video. As a result, 126 faces were detected and the age-gender
distributions are shown below.

VI. CONCLUSION

In this solution, we have implemented real-time data stream-
ing using Apache Kafka, Facial detection and recognition,
age and gender prediction using deep learning and transfer
learning.

This solution makes an impact for identifying regular cus-
tomers and retain them by providing them with unique offers
specific to their age and gender bucket without compromising
their identities.

This solution can be further improved in the future to
get customer customized digital signage, dwell time, track
customers, get heat map of the store and thus provide massive
impact in creating a frictionless shopping experience for
customers in brick and mortar stores.
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Fig. 7. Apache Kafka docker started
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Fig. 8. Algorithm running in real-time. Face is detected as Male with approx. age 25 and given an ID 5
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Fig. 9. Output folder of ID 5, all the occurrence of ID 5 is recorded with timestamp.

Face ID vs Age

40
4
[
35 »
. ‘ a® .
) ® ¢ . t e ® * v °
L 30 &
= ] 2 & [ ]
‘ ’ ] . e @
.: --'\.‘ & :'. % I-:-: ’ - ..
S VO INRN aS S ALY S
®e L ° % >
[ ] 8 [ & i
20 & &
0 23 a0 73 100
face D

Fig. 10. A total of 126 faces were detected and the age distribution is plotted.
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Fig. 11. Gender-Age distribution of output



