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Abstract​— With the rise in e-commerce adoption by        
consumers worldwide, the sale of counterfeit products       
on open marketplaces is an increasingly challenging       
problem faced by shoppers, online retailers, and       
consumer brands. Recent surveys have reported that       
over a third of shoppers have had counterfeits        
delivered to them on placing an order online. These         
defective products can have a severe impact on the         
brand value of retailers and consumer brands,       
damaging consumer trust and potentially having an       
adverse impact on sales volumes. If one considers the         
large amount of products being sold over retailer        
websites, the problem of identifying counterfeits only       
magnifies. 
 
In this paper, we propose an efficient and robust         
method of detecting counterfeit products at scale       
using computer vision and deep learning applied on        
online product catalog data​. ​The approach entails       
identifying small variations between two images..      
Essentially, the original brand manufacturer’s image      
on its own website is compared with images listed on          
online marketplaces by third party sellers to detect        
variations, which indicate whether a product listing is        
legitimate or not. We use pre-trained Convolutional       
Neural Network (CNN) based models to take       
advantage of transfer learning and further fine tune        
them on internal data to focus on fine grained image          
features. In addition, we use several image processing        
and matching techniques based on image signatures,       
key points, and descriptors to achieve better       
accuracy.  
 
DataWeave’s Counterfeit Products Detection solution     
is powered by datasets that we have built in house          
over the years, consisting of millions of products        
collected from thousands of retail websites across       
geographies. The dataset has hierarchical information      
pertaining to retail taxonomy. 
 
Detecting counterfeits on e-commerce websites where      
the volume of data can be in the range of terabytes is            
a major challenge. Our technology platform      
efficiently stores data pertaining to millions of       
processed images in Internet Archive's ARC files and        
maintains the indexes in lucene search engines. The        
entire pipeline is automated and connected via big        
data technologies like Kafka and orchestrated across       
servers using Celery. 
 

Keywords​— Counterfeit detection, CNNs, Transfer     
learning, Kafka, Machine Learning, Image     
signatures, ​Solr 
 

I.      INTRODUCTION 

​Open marketplaces online are filled with a variety         
of counterfeit products, ranging from adulterated      
versions of cosmetics and health products [1], and        
fake versions of products for brands [2]. The        
severity of the problem is plainly visible when you         
dig deep into the numbers. According to a report,         
over 70% of the products sold by third party sellers          
on Amazon.com are fake [3]. About one-third of        
shoppers have had counterfeit products delivered to       
them [4]. 

Fake products can have a significant impact on         
businesses [5] in the following ways :- 

● Undermines and discourages investments 
● Biggest unfair competitor 
● Erodes consumer confidence 
● Inhibits growth of enterprises 
● Companies incur additional costs for     

conducting investigations and litigation to     
protect their IPR against infringement 

Retailers like Amazon are trying to curb the        
problem but with little success [6]. Consumer       
brands like Ralph Lauren have started to address it         
as well [12] but, there is still lack of proper          
technology and solutions in the market to address        
this problem effectively.  

In this paper, we propose a novel approach to         
identify fake products, unauthorized white labeling,      
and image theft across retailer websites and will        
also talk about how we scale our solution to         
millions of products to generate actionable output       
in real time. 

In section II we will discuss general challenges and         
trickery used in counterfeiting. Section III is about        
the specific machine learning algorithms, image      
processing and text processing algorithms used to      
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solve this problem. Section IV talks about the        
scalability and infrastructure related aspects. We      
conclude our work in section V. 

 

II. CHALLENGES 
The type of counterfeiting varies with seller and        
category type. In case of categories like cosmetics,        
medical products, the products are often      
adulterated, while for products in electronics and       
accessories, poor quality products, with little      
consideration for safety standards, are sold. 
 
To identify all these cases, brands need to keep a          
proper track of all the third party sellers selling         
their products. There are cases where sellers       
modify the textual information completely to      
protect it from backtracking but use the same        
product images or slightly modified images. 
 
Within the image itself we have categorized       
different types of variations: 

● color variation. 
● logo variation. 
● image modification with additional    

objects. 
 
We have found cases where third party sellers, just         
to make their product unique in the Amazon        
catalog  perform some preprocessing over the      
thumbnail to make it look unique. These basically        
include color changes with some additional      
modifications over the image (Fig.1),  
 

 
  
 
Fig.1 Same product sold with color modification and additional 

changes. 

 
variation or removal of certified trademark from      
the image to sell it under a different brand’s name          
(Fig.2), and selling the same product at more than         
3x the price range by using the same brand’s name.          
Just to make their product stand out, we have seen          
cases where they add or remove unnecessary       
objects within the thumbnail to make it unique for         
their use cases and also to beat multiple algorithms         
built to identify them. Fig.3 .  
 

 
 

Fig.2  Product sold with logo variation 
 
 
 
The problem with the current solutions in the       
industry is the scale and variation among the data.         
Different verticals have different complexities and      
one of the most challenging tasks is to make a          
generic system that can be used across categories        
and verticals.  
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Fig.3. addition or removal of person in image define counterfeit.  
 
Let’s consider the case of canvas art. Most of the          
time, products of canvas art share a similar studio         
image in the background. As a result, more than         
60% of the overall image remains the same even         
for two completely different examples. Fig. 4. In        
the case of rings, images are too small to process          
easily. 
 

 
Fig.4. product with similar background 

  
​We have proposed a solution which uses CNN         

features along with local image level features to        
identify similar products and then use the       
unstructured product details to decide whether a       
product listing is legitimate or not. 
 
   

III. PROPOSED APPROACH 

There are two major challenges which is associated        
in finding counterfeit products: 

● Scaling the complex computational    
intensive algorithms to process hundreds     
of millions of data points 

● Matching images based on fine grained      
features. 

While dealing with products over such a big scale,         
there is always a concern about the time        
complexity, especially in case of machine learning       
and deep learning based systems. These algorithms       
are known for their complex matrix computations       
and take significant amount of time. Just to give a          
glimpse about the importance of this problem,       
consider a scenario where a normal image       
processing algorithm takes 0.01s for feature      
computation and comparison of a standard image.       
A O(n) computation across all products over a        
database of 100 million products to find a        
counterfeit will take 100 million X 0.01 sec. close         
to 1 million sec or approximately 12 days. For         
businesses, such time scales are impractical.      
Although there are multiple solutions and      
infrastructure to handle these cases, which are       
known to give good speed within a certain margin         
of error, such systems may not be suitable for this          
particular case as finding counterfeits require a       
more controlled approach over the algorithms.  

To solve the given problem, we first reduced our         
search space by choosing a small bucket [13] of         
relevant products based on image signatures [14], a        
string of numbers depicting multiple image      
properties like neighboring pixel brightness     
changes, gradient changes across different kernels      
and hash based encoding of final feature layers [18]         
of  CNN architecture like AlexNet [19], Inception       
[17], ResNet [16], etc. These image signatures are        
then indexed within a lucene based search engine to         
generate a bucket of relevant products in near O(1)         
time. 

The next important task is to find counterfeits        
based on fine grained image features for which we        
use the bucket of promising candidates generated       
by the hash code to do some deeper        
algorithmic computation. The possible candidates    
are re-ranked based on multiple metric functions       
like chi-square [20], cosine similarity generated      
over CNN and other laplacian based features of        
seed products [15] (product for which we want to         
find counterfeits), and individual candidates. Once      
a product satisfies the necessary condition over       
individual metric scores, it is considered as a        
possible counterfeit product and sent for      
verification to our internal Quality Assurance team       
to achieve higher accuracy in our results. The        
feedback for a given product is used for fine tuning          
the output and also as a new instance of training          
data for further model improvement. 
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IV. SCALABILITY AND INFRASTRUCTURE 

One of the key challenges of applying algorithms to         
real world scenarios is the sheer scale of data. A          
system taking too much time or memory can prove        
to be completely useless while solving a business        
case. It becomes necessary to give equal weightage        
to the scalability of the system and the algorithm         
when you deal with such data, which can scale to          
millions or billions of data points.  

At DataWeave, we have a platform that scales on         
demand to aggregate data from different retailers       
and consumer brands across geographies. All these       
data are normalized into a standard format to        
handle language variations and other noises. 

We use the web ARChive [10] file format to store          
all the relevant text as well as the associated images          
across different machines. Information stored about      
each product is accessible via an  API.  

Once data is available for further processing, it is         
pushed to a Kafka [7] pipeline which has multiple         
consumers specifically designed to process data      
stored in WARC format. The consumers store the        
processed data in Solr [8]. We have a novel method          
of storing representations (features) wherein all      
these data along with associated deep learning       
features and image low bit signatures are stored        
separately in a distributed Solr [11] platform, which        
not only acts as a storage platform, but enables us          
to search over the meta data and other textual         
information associated with them. Fig. 5. depicts       
the storage architecture for storing images and       
associated features in solr. Every step is logged        
through an EFK (elastic + FluentD + Kibana)        
pipeline [9]. 

To check for the counterfeit of a product, a job is          
pushed across a distributed compute cluster using       
Celery. based on the product type and category of a          
product, necessary steps of processing and score       
generation is performed. The storage and compute       
architecture is horizontally scalable, which is      
achieved by adding more machines to improve the        
data storage or speed of processing.  

 

 
Fig.5.  Storage of data and associated features in a distributed 

fashion 
 
 
 

 
 

Fig.6. Counterfeit job scheduling over indexed data 
 

V.      EXPERIMENTAL SETUP 
We have used in-house datasets consisting of       
millions of products along with images collected       
from different geographies and from large retailer       
websites. The dataset has hierarchical information      
pertaining to retail taxonomy. At the root level,        
there is information such as category and       
subcategory, and at the leaf level, product details        
such as title, description and other ​<attribute,       
value> relationships. We have collected this data       
across various retail categories like apparel,      
furniture, electronics etc.  We use our Quality       
Assurance team to annotate necessary information      
and label datasets using in-house annotation tools. 

The process of indexing these datasets in our        
databases include the computation of several image       
features and storing them efficiently for swift       
access. Then, we collected product images and       
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descriptions for a big Home and Furniture       
Accessories brand. We detected the counterfeit      
products of this brand being sold at Amazon.com. 

 

VI.      RESULTS 
In our experiment, we considered 1,488 products of        
the aforementioned brand which had a total of        
10,722 images. We searched counterfeits of these       
products among 233,105 Amazon.com products     
which in turn had 1 million images. 

Of these 1,488 products, we found counterfeits for        
515 at a precision of 86%. On further analysis, we          
found that 145 of these counterfeit products were        
sold under different brand names and the remaining        
370 products were victims of image theft.  

 

Fig.7(a). Original and their Counterfeit product 
 

 
Fig.7(b). Original and their Counterfeit product 

 

 
Fig.7(c). Original and their Counterfeit product 
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VII.      CONCLUSION 
In this work, we propose an efficient and robust         
method to detect image theft and counterfeit       
products on eCommerce marketplaces. We     
combine techniques from image processing and      
image hashing, and train a CNN model. We        
evaluated our model against product images of a        
manufacturer who makes furniture covers, boat      
covers etc. We found that nearly 35% of these         
products were counterfeits. Some of these      
counterfeit products were difficult even for humans       
to detect as shown in Fig 7. In this era of online            
shopping, duplicate products are a huge risk for the         
brand as well as the consumer.  

Multiple types of Counterfeit products have been       
found to exist including exact copy and image        
theft. Brands are forged using advanced image       
processing tools. Fraudsters frequently update     
counterfeit product images. Proposed Counterfeit     
detector is designed to detect these kind of        
fraudulent image changes at a large scale. 

 

VIII.      FUTURE WORK 
Our goal is to test this system against various         
product types especially Apparel and Footwear      
category. In general, these categories suffered more       
from fake products. 

Also, we will be exploring the ways to reduce the          
dimension of our feature vectors to enhance storage        
efficiency and fast execution. In addition to that,        
we will extend our work to use neural net based          
approaches for learning patterns from text      
descriptions to detect the fraud. 
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